Personalized Tag Prediction Boosted by BaggTaming
A Case Study of the Hatena Bookmark
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Summary
We proposed BaggTaming to boost the prediction accuracy by exploiting additional data whose class labels are less reliable. This algorithm is successfully applied to the personalized tag prediction for the data collected from the delicious. To check whether our method is generally effective, we test the data crawled from the hatena bookmark.

1. Introduction
We stated a learning problem, which we call taming, and develop a method for this problem in [Kamishima 08b, Kamishima 08a]. The learner for this taming requests two types of training data sets, tame and wild. The labels of tame data is highly consistent with a target concept, which we actually want to learn. In contrast, wild data are not so well maintained; thus, some labels are consistent with the target concept, while some others are not. Additionally, we assume that wild data are much more abundant than tame data. This assumption is reasonable, because it is generally difficult to provide a large tame data set due to its high maintenance cost. The goal of the taming is to acquire more accurate classifiers by exploiting wild data. To achieve this goal, we developed a BaggTaming method, which is a modified version of bagging [Breiman 96].

We applied this BaggTaming to a personalized tag prediction for the data set collected from the delicious\(^1\), and showed the effectiveness of our method. We expect that this taming technique would be generally helpful for a tag prediction task on another collaborative tagging service. To check this hypothesis, we performed the tag prediction task on the hatena bookmark\(^2\), which is one of popular social bookmarks in Japan.

\(^1\) http://delicious.com/
\(^2\) http://b.hatena.ne.jp/

In Chapter 2, we formalize taming and describe BaggTaming. Chapter 3 shows the experimental results on the hatena bookmark data. Finally, we conclude in Chapter 4.

2. Taming Task and Its Solution

In this chapter, we describe the formalization of taming, our BaggTaming algorithm, and its application to the personalization of the social bookmark tags.

2.1 What Is Taming
We first address the learning problem of taming. Here, we are focused on classification, though taming techniques can be applied to other types of supervised learning tasks, such as regression. An object is represented by a feature vector, $x$. A variable $c$ represents the class to which the object should be classified. A training example is a pair of an object and its class, $(c, x)$. The goal of classification is to acquire a classifier that can predict an appropriate class for an input feature vector from a set of training examples.

A standard classifier is learned from only one homogeneous set of training examples. These training examples, which expresses the target concept to be learned, are assumed to be independently sampled from an identical distribution, $P[c, x]$. On the other hand, in our taming case, two types of training examples, tame and wild, are required. Similar to standard classification, tame data are assumed to be independently sampled from an identical
1: \( s = 0 \)
2: for \( t = 1, 2, \ldots, T \) do
3: generate a training set \( D_t \) by sampling with replacement from \( D_W \)
4: learn a weak classifier \( f_t(x) \) from training set \( D_t \)
5: calculate the accuracy \( p_t \) of the classifier \( f_t(x) \) on the tame set \( D_T \)
6: if \( p_t \) satisfies the acceptance condition then
7: \( s = s + 1; f_s(x) = f_t(x) \); \( p_s = p_t \)
8: if \( s = 0 \) then output a default classifier and exit
9: output the weak classifiers \( f_1(x), \ldots, f_s(x) \),
   together with their corresponding accuracies \( p_1, \ldots, p_s \).

Fig. 1 BaggTaming algorithm

distribution, \( P[c, x] \), that corresponds to the target concept. This set of tame data is denoted by \( D_T = \{(c_i, x_i)\}_{i=1}^{N_T} \), where \( N_T = |D_T| \). A wild data set might include examples that are sampled from distributions that express irrelevant concepts, together with examples that are consistent with the target concept. We further assume that a wild data set contains examples of the target concept as at least a few times large as \( N_T \), and the learner cannot know which examples are generated from the target distribution. A wild data set is denoted by \( D_W = \{(c_i, x_i)\}_{i=1}^{N_W} \), where \( N_W = |D_W| \). Finally, we assume wild data is much abundant than tame data, i.e., \( N_W \gg N_T \).

2.2 BaggTaming

To solve the above problem of taming, we developed a BaggTaming (Bootstrap AGGregated TAMING) algorithm, which is a variant of bagging [Breiman 96]. In [Breiman 98, section 7], Breiman reported an improvement technique for bagging. Likewise standard bagging, training examples are bootstrap-sampled from a given training set, and these examples are fed to a weak learner. In this step, noises are added to the feature vectors in these sampled examples. This addition of noise can improve the prediction accuracy, because this modification enables to learn various types of weak classifiers and thus contributes to reducing the variance in the prediction error. Our BaggTaming is inspired by this technique. In the process of BaggTaming, training examples are sampled from wild data instead from tame data. We expected that the variance part of the error can be more drastically reduced, because a wild data set contains more various types of examples than a tame set. However, here is one difficulty. A wild data set contains examples of irrelevant concepts, which we want to ignore, and the learner cannot obtain the information which example is of the target concept. To avoid this difficulty, we exploit a tame data, which is consistent with the target concept. If most of examples that have been used for training the weak classifier are consistent with the target concept, the empirical accuracy of the classifier can be assumed to be high. Accordingly, useless weak classifiers are filtered out base on the accuracy on the tame set. Specifically, learning of our BaggTaming iterates the following two steps:

- Training examples are randomly sampled from the wild data set, and a weak classifier is learned from these training examples.
- The empirical accuracy of the weak classifier on the tame data is computed. If the accuracy is sufficiently high, the classifier is accepted; otherwise, it is rejected, and a new classifier is repeatedly learned from new samples.

By iterating these procedures, the learner can obtain various types of weak classifiers that are consistent with the target concept. Once weak classifiers are acquired in this way, the final class is inferred by majority voting. Our BaggTaming algorithm is shown in Figure 1. Note that this is the version used in [Kamishima 08c], which is the slightly modified version in [Kamishima 08a, Kamishima 08b].

We describe the acceptance condition and a default classifier of this algorithm. First, \( \hat{f}_T(x) \), is learned from the tame data set, \( D_T \), by using a weak learner. Then, the accuracy, \( p_T \), of the classifier \( \hat{f}_T(x) \) on the \( D_T \) is computed. In step 6, if \( p_t \) is statistically not worse than \( p_T \) at the significance level of \( \alpha \), a candidate classifier, \( f_t(x) \), is accepted. Note that Z-test is used for testing in the experiment. The classifier \( \hat{f}_T(x) \) is also used as a default classifier at step 8. Because no accepted weak classifier cannot be learned from the wild data, it would be reasonable to conclude that the wild data contains no useful information and to ignore the wild data at all.

The classification procedure of our BaggTaming is similar to that of standard bagging. Majority voting is used to predict a class for a new vector, but each vote is weighted. The accuracy \( p_t \) would be high if the \( D_t \) contains many examples that are consistent with the target concept. Therefore, we weigh each weak classifier by \( p_t \). Specifically, the class to which the feature vector \( x \) should belong is determined by

\[
\hat{c} = \arg \max_{c \in C} \sum_{t=1}^{s} p_t I[c = \hat{f}_t(x)].
\]

2.3 Application of BaggTaming to the Personalized Tag Prediction of Social Bookmarks

Social bookmark services enable users to register their favorite Web pages. To these registered pages, users can assign tags, which are words that express the contents, characteristics, or categories of the tagged pages. These tags are useful for searching or classifying their own reg-
istered pages. In addition, these registered pages and assigned tags can be shared among users of the service. With these shared tags, users can search the pages that other users have registered, and they can find like-minded users. Because users can freely choose their favorite tags, the semantics of social tags can vary greatly [Golder 06]. As a consequence, the tags labeled by one user may be inappropriate to another user. When searching for documents with shared tags, users might find undesired documents or miss relevant pages.

To address this problem, we will provide the way to predict the tags that are personalized for a specific target user. First, for each candidate tag, we acquire a binary classifier to discriminate whether the target user will assign the candidate tag to Web pages. To be personalized this discrimination, this classifier is trained from the Web pages that are tagged by the target user before, because such tags are considered to be reflecting the target user’s viewpoint. Using such classifiers enables to induce whether a given candidate tag is appropriate for any Web pages from the target user’s viewpoint. However, the Web pages that can be used for training are generally insufficient, because one user cannot assign tags for not so many Web pages. Accordingly, the learned classifiers cannot make fully precise prediction.

Our BaggTaming is helpful for coping with this difficulty. The Web pages that tagged by the target user are highly consistent with the user’s concept, while the number of pages are generally small. Additionally, we can exploit the enormous Web pages that have been tagged by the non-target users, though the most of these are inconsistent with the target user’s concept. We apply our BaggTaming by treating the target user’s and the non-target users’ tagging information as tame and wild data, respectively. BaggTaming boosts the prediction accuracy classifier, because these wild data partially contain useful information for learning the target user’s concept and such information is helpful for improving the prediction.

3. A Case Study of the Hatena Bookmark

In this chapter, we applied our BaggTaming to the data collected from hatena bookmark.

We first overview this data set. We crawled the collaborative tagging site, hatena bookmark, in November, 2006. The numbers of unique URLs, tags, and users were 488978, 117264, and 15526, respectively. We found 6165052 bookmarks, which were pairs of a URL and tag.

Details of the experimental procedures are same as in the our previous work [Kamishima 08a]. We picked up the top 20 popular tags. For each tag, which we call a target tag, we refer the user who assigned the target tag most frequently as a tame user, and the second to twentieth users are denoted by wild users. The tags personalized for the tame user is predicted by exploiting the tags that were assigned by wild users. As the features to represent URLs, we adopted the top 100 popular tags except other than target tag. We abandoned the data to which no these top 100 tags are assigned. The sizes of tame and wild data are summarized in Table 1. Note that the sizes of data sets are generally larger than those of the delicious data.

We compared our BaggTaming with a baseline method, which is standard bagging whose weak classifiers were trained by using the tame data. For both methods, we adopted again a naive Bayes learner with multinominal model [McCallum 98] as weak classifiers. The number of weak classifiers for a standard bagging was 1000, which is equivalent to the number of iterations, T, of BaggTaming algorithm. The significance level for the acceptance test α was 1%, and the size of D, was the same as the tame data set. We performed a 5-fold cross-validation test as described in [Kamishima 08a].

The accuracies on the tame data set are shown in Table 2. Similar to the delicious case, our BaggTaming was becoming superior as the number of tame data decreases. This fact enhances the usefulness of BaggTaming, because a taming technique is more useful when less tame data are available. These observations are consistent with our previous result on the delicious data. Contrary to the delicious case, no improvement was observed if the tame data are abundant. This is due to the fact that the numbers of the hatena tame data are much larger than those of the delicious data; thus, the sufficient data for the tag prediction were available. However, because such sufficient amount of training data are usable for most of tags, this is not problematic. Further, when abundant tame data is avail-
able, more qualified classifier can be acquired by more careful selection of weak learners. Such selection can be enforced by enlarging the parameter, $\alpha$, which is the significance level of statistical test. As shown in the last row of Table 2, the prediction accuracies are less frequently worsen by adopting BaggTaming. Note that we also tested bagging classifiers whose weak classifiers were trained by using the union of the tame and wild data sets. We observed that such classifiers were slightly inferior than bagging with weak classifiers trained solely by using the tame set.

### 4. Conclusion

We have proposed a taming, which is a task to learn a small set of highly reliable data and a large set of less reliable data. We developed a BaggTaming algorithm for this task. In this paper, to check whether our technique works well for another data set, we applied our BaggTaming to collaborative tagging data crawled from the hatena bookmark. Similar to the previous results, tags were more precisely predicted by using our BaggTaming. We plan to improve the efficiency and to apply tasks other than tag prediction.
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