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Abstract. Crowdsourcing is a promising solution to problems that are difficult
for computers, but relatively easy for humans. One of the biggest challenges in
crowdsourcing is quality control, since high quality results cannot be expected
from crowdworkers who are not necessarily very capable or motivated. Sev-
eral statistical crowdsourcing quality control methods for binary and multinomial
questions have been proposed. In this paper, we consider tasks where crowd-
workers are asked to arrange multiple items in the correct order. We propose a
probabilistic generative model of crowd answers by extending a distance-based
order model to incorporate worker ability, and propose an efficient estimation al-
gorithm. Experiments using real crowdsourced datasets show the advantage of
the proposed method over a baseline method.

1 Introduction

Crowdsourcing offers online marketplaces where specific tasks can be outsourced to a
large group of people. With the recent expansion of the use of crowdsourcing platforms,
such as Amazon Mechanical Turk, various professional and non-professional tasks, in-
cluding audio transcription, article writing, language translation, program coding, and
graphic designing, can now easily be outsourced. The popularity of crowdsourcing is
increasing exponentially in computer science as well, and researchers exploit it as an
efficient and inexpensive way to process a large number of tasks that humans can per-
form much more easily than computers, such as image annotation and web content
categorization. Crowdsourcing has been successfully applied to such fields as natural
language processing, computer vision, and human computer interaction [ 1-4].

One of the most challenging problems in crowdsourcing research is achieving quality
control to ensure the quality of crowdsourcing results, because there is no guarantee
that the ability of all workers is sufficient to complete the offered tasks at a satisfactory
level of quality. Moreover, it is known that some untrustworthy workers try to receive
remuneration while expending as little effort as possible, which results in outputs of no
value. Most crowdsourcing platforms allow requesters to check the submitted results
and to reject low-quality results; however, if their volume is large, realistically, they
cannot all be checked manually.

One popular approach to the quality control problem is to use tasks with known cor-
rect answers to evaluate the ability of each worker. This approach has been implemented
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Fig. 1. Overview of quality control problem for item ordering tasks in crowdsourcing. The ob-
jective is to estimate true ordering of given items from crowd-generated answers for each item
ordering task.

on several commercial crowdsourcing platforms such as CrowdFlower; however, its us-
age is limited because of the high cost of preparing the correct answers or the difficulty
of determining one unique answer. Another promising approach is to introduce redun-
dancy. A single task is assigned to multiple workers, and their responses are aggregated
by majority voting [5] or more sophisticated statistical aggregation techniques that con-
sider the characteristics of each worker or task, such as the ability of each worker and
the difficulty of each task [6-8].

In most existing approaches, it is assumed that the tasks are binary questions to which
binary answers (e.g., “yes” or “no”) are expected, or multiple-choice questions. Only
a few methods have been proposed that extend the applicability of the aggregation-
based quality control approach to more general crowdsourcing tasks [9]. Following the
the same line, we consider item ordering tasks, where workers are asked to arrange
multiple items in the correct order. Item ordering tasks, typical examples of which are
the ranking of web search results and ordering of items in a to-do list in according to
their dependencies [10], are frequently posted on crowdsourcing sites.

In this paper, we propose an aggregation-based statistical quality control method
for item ordering tasks. We model the generative process of a worker response (i.e.,
an ordering of items) using a distance-based probabilistic ordering model [11]. The
ability of each worker is naturally incorporated into the concentration parameter of
the distance-based model. We also present an effective algorithm for estimating the true
ordering, which is particularly efficient because the Spearman distance [12] is employed
as the distance measure between two different orderings of items.



338 T. Matsui et al.

Word Ordering

Please arrange the words from (A) to (E) in the
correct order so that the sentence makes sense.

Don't be so (A) to (B) naive (C) everything (D)
believe (E) as the politicians say.

1stword OA OBOCODOE
2ndword OA OB QOcCc OD QE
3rdword OA OB QOc OD OE
4thword OA OB Oc ODQE
Sthword OA OB OcCc ODQE

Fig. 2. Example of a word ordering task. The correct answer is (B)(E)(A)(D)(C).

It should be noted that Chen et al. also proposed a quality control method for item
ordering tasks [13] based on a pairwise ranking model; however, their method focuses
on finding the correct ordering of a single (large) set of items, whereas our method
focuses on solving multiple different (relatively small) ordering tasks simultaneously.
Additionally, since their method is based on pairwise comparisons, it is not always
suitable for tasks where more than two items are needed to determine their correct
order. Fig. 2 shows an example of such a task.

We describe our experiments in which word and sentence ordering tasks were posted
on a commercial crowdsourcing marketplace. We compare our quality control method
to an aggregation method that does not consider the abilities of workers. The experi-
mental results show that our method achieves answers that are more accurate than those
of baseline method.

In summary, this paper makes three main contributions:

—_—

. We address the quality control problem for a set of item ordering tasks (Section 2).

2. We propose a generative model of worker responses to item ordering tasks that
extend a distance-based probabilistic ordering model to incorporate the ability of
each worker (Section 3).

3. We introduce an efficient algorithm to estimate the true ordering from multiple

worker responses (Section 4).

2  Crowdsourcing Quality Control for Item Ordering Tasks

We first define the crowdsourcing quality control problem related to item ordering tasks,
where each ordering task requires crowdworkers to place given items in the correct
order. We then present a model for aggregating the answers collected from multiple
workers to obtain answers that are more accurate.

Let us assume [ ordering tasks, whose i-th task has M; items to be ordered. The
true order is represented as a rank vector ®; = (m;1,™iz2,...,Ti M), where m;
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indicates the position of item j of task ¢ in the true order of the items of M; [11]. For
example, for a task with five items indexed as 1, 2, 3, 4, and 5, whose true order is given
as (2,4,1,3,5), the true rank vector is (3,1,4,2,5). Note that 7r; is a permutation of
(1,2,...,M;).

We resort to crowdsourcing to obtain estimates for the true rank vectors. It is assumed
that a total of K crowdworkers is employed. In the following, Z(*) denotes the indices
of tasks on which the k-th worker works, and K; denotes the indices of the workers who
work on the i-th task. 7Tl(»k) = (ﬂgﬁ) , 7T§?7 e Wf%) denotes the rank vector that the
k-th worker gives to the ¢-th item ordering task. ’

Our goal is to estimate the true rank vectors {777;}7;6{1’27___7 1} given the (unreliable)

k . .
rank vectors {71'1( )}ke{1,27“‘,K},i€I(k) collected using crowdsourcing.

3 Model

To resolve the issue of the aggregation problem of the crowd-generated answers to
item ordering tasks, we present a statistical model of the generative process of worker
responses, so that we apply statistical inference to estimate the true order from the
observed responses.

3.1 Distance-Based Model for Orders

We first review the probabilistic ordering model on which our generative model of
crowdworker responses is based. We chose a distance-based model [11] from several
variations of the ordering models. A distance-based model gives the probability of a
rank vector 7, given a modal order 7 and a concentration parameter A, namely,

Pr[m | m, A\ = exp (—\d(7, 7)),

1
Z(X)
where d(-, -) denotes a distance between two rank vectors, and Z(\) is a normalizing
constant given as

Z(\) = Zexp (=Ad(7,7)).

Specifically, we employ the Euclidean distance (also referred to as the Spearman dis-
tance in the ranking model literature) due to its convenience for deriving an effective
parameter estimation method, which will be described later. The distance-based model
in which the Spearman distance is applied is called the Mallows 6 model [12].

3.2 Extension of the Distance-Based Model for the Crowdsourcing Setting

In crowdsourcing, some workers may have sufficient abilities to provide accurate or-
ders, while some are unskilled and often submit wrong orders. To capture such worker
characteristics, we incorporate the worker dependent concentration parameters into the
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distance-based ordering model. Namely, it is assumed that the k-th worker has his/her
own personal concentration parameter A(*), and the generative model for the worker is
then given as

1
= (k) — AR g(#
Pr[w | =, AYY] Z(\®) exp( A d(Tr,ﬂ')) .
In this model, the answer of a worker who has a high concentration parameter A(*) is
likely to be an accurate order whose distance from the true order (i.e., the modal order
) is small. Therefore, we can interpret the personal concentration parameter A(¥) as

the ability parameter of the k-th worker.

4 Estimation

Based on the distance-based crowd-ordering model introduced in the previous section,
we introduce a maximum likelihood estimation method to obtain estimates for the true
rank vectors as well as the worker ability parameters. Our strategy for optimization is
to repeat two optimization steps: optimizing the true rank vector and optimizing the
worker ability.

4.1 Objective Function

We apply the maximum likelihood estimation to estimate the true rank vector {;};
and the worker ability parameters {)\(k)} &, given the crowd-generated rank vectors
{ﬂgk)}i, k. The objective function for the maximization problem is the log-likelihood
function L, given as

LA rd) =3 Y log w exp(-APd(n ), m))

k ieT(®)

= 72 Z {)\(k)d(ﬂ' Jrlogz exp( AR d(7, ))} (1
)

k iez(k

4.2 Optimization

Our strategy for optimizing the objective function (1) w.r.t. {\*)}, and {=;}; is to
repeat the two optimization steps, that w.r.t. {\(*)};, and that w.r.t. {7r;};. Since L is not
a convex function, and therefore, its solution depends on the initial parameters, we start
with the solution assuming all workers have equal abilities, specifically, A\(*) = \(¥) for
an arbitrary pair of k£ and .

One major virtue of our model is that the optimization problem is decomposable
with respect to each worker and task, that is, each small optimization problem solved at
each iteration step depends always on one single variable (a worker ability or a mode
order), so that the computational cost linearly is dependent on the numbers of workers
and tasks.
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Optimization w.r.t. True Rank Vectors. Given that all the worker ability parameters
{\(®)}}, are fixed, the true rank vectors {7r; }; are obtained by maximizing the first term
of the objective function (1). Optimization with respect to {7;}; is a combinatorial op-
timization problem that is often computationally hard to solve; however, we are able to
solve it efficiently by employing the Spearman distance as the distance measure d(-, ).

The optimal true rank vector 7r; for task ¢ is given as follows'. First, for each item
m(=1,..., M;), we calculate a weighted rank w; ,,, which is a weighted mean of the
ranks given by workers weighted by the worker abilities,

1
Wim = K )\(k)ﬂi(ljzl.
il keK;
The maximum likelihood estimator of the true item ordering is given by sorting the
items by w; 1, w; 2, . .., w; p; in ascending order. It should be noted that each {7r;}; is
obtained independently of the others.

Optimization w.r.t. Worker Ability Parameters. Optimization with respect to the
worker ability parameters A(*) with fixed true rank vectors {m;}; is performed by nu-
merical optimization. The objective function (1) is represented as the sum of the differ-
ent objective functions {.J(*)},, where J(*) for each  is defined as

JE W) = A® gz ® 7))+ log Z exp ( pOF Z-)) .

Noting that .J ) (A(*)) depends only on \(¥), we can consider K independent optimiza-
tion problem with only one variable.

Since only a single variable function .J(*)(\(*)) needs to be considered to optimize
()| the optimization is easily performed by applying a standard optimization method.
In the experiments, we employed a simple gradient descent method.

S Experiments

We collected two crowdsourced datasets, one for word ordering tasks, and the other for
sentence ordering tasks. We experimentally evaluated the advantages of our model as
compared to a baseline method.

5.1 Datasets

We collected two datasets using Lancers?, which is a general purpose crowdsourcing
marketplace. Table 1 gives the general statistics of the datasets.

Word Ordering. Word ordering is a task whose objective is to order given English
words into a grammatically correct sentence. The word ordering problem can be a

! Due to the space limitation, we omit the proof of the optimality.
’http://lancers.ip
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Table 1. Statistics about the datasets

#tasks  #workers Avg. #items Reward for  #all obtained

per task each task orderings
Word ordering 20 15 5.2 $0.05 300
Sentence ordering 13 15 5.1 $0.07 195

subproblem of machine translation between languages with different grammatical word
ordering, such as English to Japanese translation. Although several methods have been
proposed to solve this ordering problem [14], computer programs still cannot easily per-
form this task. However, humans, especially the native speakers of the target language,
can skillfully perform the word ordering tasks. The workers were given an English sen-
tence with five or six randomly shuffled words, and asked to correct the order of the
words. An example of the task is given in Fig. 2. Since we had the correct order of each
sentence as the ground truth, we could evaluate the accuracies of our estimation results.

Sentence Ordering. Sentence ordering is a task in which given sentences are ordered
such that the aligned texts logically make sense. It emulates several tasks that we pre-
sume are posted in crowdsourcing marketplaces, for example, to revise a piece of writ-
ing such that its focal point is emphasized more clearly ,or ordering items in a to-do
list by their dependencies [10]. In each sentence ordering task, a paragraph consisting
of five or six sentences whose order was permuted was presented to the workers, and
they were requested to arrange the sentences correctly. Fig. 3 shows an example of the
sentence ordering task.

5.2 Results

We applied our method to the two crowd-generated datasets, and calculated the Spear-
man distance (i.e., the squared error) between each estimated rank vector and the ground
truth rank vector. We also tested a baseline method that does not consider the workers’
ability. Concretely, we fixed the worker ability parameter A(*) = 1 for all workers F,
and then optimized the objective function (1) with respect only to {r;};. It should be
noted that our proposed method uses the solution of this baseline method as the initial
parameters.

The number of workers involved in each task directly affects the monetary cost of
posting tasks to an actual crowdsourcing marketplace. In order to investigate the im-
pact on the estimation accuracy engendered by the number of workers assigned to each
task, we randomly selected n (ranging from 3 to 15) workers from the all workers for
each task, and only used the responses of the selected workers for the estimation. We
examined the averaged estimation errors of 50 trials. The results are shown in Fig. 4.

In the word ordering task, our proposed method drastically reduced the estimation er-
ror of the baseline method when the number of workers assigned to each task was more
than four. It is worth mentioning that the averaged squared error of our method was
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Sentence Ordering

Please arrange the following five sentences so that
the whole passage makes sense.

A. lt's not outsourcing.

B. Hobbyists, part-timers, and dabblers suddenly
have a market for their efforts, as smart companies in
industries as disparate as pharmaceuticals and
televijsion discover ways to tap the latent talent of the
crowd.

C. The labor isn’ t always free, but it costs a lot less
than paying traditional employees.

D. Technological advances in everything from product
design software to digital video cameras are breaking
down the cost barriers that once separated amateurs

from professionals.

E. It's crowdsourcing.

1stsentence OA OB Oc OD OE
2nd sentence OA OB QOc OD OE
3rdsentence OA OB Oc OD QE
4thsentence OA OB Oc OD OE
Sthsentence OaA OB OcCc OD OE

Fig. 3. Example of a sentence ordering task. The passage in this example is from The Rise of
Crowdsourcing by Jeft Howe. The correct answer is (D)(B)(C)(A)(E).

only 0.902 when all the collected responses were used, while the squared error easily
reached 2. When the order of a pair of items that were adjacent in the correct order
were incorrectly estimated, the squared error was 2. For example, a rank vector was
estimated as (2,1, 3,4,5), when the correct one was (1,2, 3,4, 5). This result implies
that our method reduces the number of such errors by approximately half.

Our method outperformed the baseline method in the sentence ordering task as well,
when the number of workers assigned to each task was more than five. Since the sen-
tence ordering task is generally more difficult than the word ordering task, the averaged
estimation errors of both the proposed and baseline methods in the sentence order-
ing task increased as compared with those in the word ordering task. The best result
achieved by our method was a squared error of 4.25, which is relatively large; however,
considering the expected squared errors when using random guessing is 21.2, it can be
said the result is acceptable. In addition to the Spearman distance, we compared our
method and the baseline method in three different measures shown in Table 2. The re-
sults in all the measures demonstrated the performance improvement of our method in
both the word ordering and sentence ordering tasks.
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Fig. 4. Accuracy evaluation of estimated orders comparing the proposed method and the baseline
method. Averaged squared errors between estimated orders and ground truth orders along with
the number of workers per task are shown. In both the word ordering and sentence ordering tasks,
the proposed method outperforms the baseline method in most cases.

Fig. 5 shows the relations between the estimated worker ability parameters {A(k)} k
and the averaged squared errors of each worker (against the ground truths). These re-
sults show that the true worker ability (i.e., the worker error versus the ground truths)
certainly varies from person to person, and that the proposed method gives higher
weights to superior workers, which explains its improved performance. In fact, the
estimated worker abilities and the worker errors showed strong negative correlations
of —0.853 and —0.695 for the word ordering tasks and the sentence ordering tasks,
respectively.

Finally, we mention the scalability of our proposed method. Generally, estimated
orders show convergence after five to ten iterations. The ability parameters for good
workers require more iterations than those for inferior workers. As discussed before, the
complexity of each iteration depends linearly on the numbers of workers and
tasks.

In summary, we verified that the proposed method shows clear advantages as com-
pared to the baseline method for estimating the correct orders in both the word ordering
and sentence ordering tasks. We also confirmed that the proposed method precisely
estimates worker ability.

6 Related Work

One of the fundamental challenges in crowdsourcing is controlling the quality of the
obtained data. Crowdworkers are rarely trained and they do not necessarily have ade-
quate ability to complete the tasks [3]. There also exist large differences between the
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Table 2. Evaluation of estimated orders in several measures. Error rate is the fraction of tasks
where the estimated order did not exactly match with the ground truth order, Hamming distance
counts the number of items whose position is different from the ground truth, and Kendall dis-
tance counts the number of item pairs who are in the opposite order of the ground truth. Average
Hamming distance and Kendall distance of task are shown. Number of workers per task is fixed
to 15. The results in all of these measures clearly indicate that the proposed method is superior to
the baseline in both the word ordering and sentence ordering tasks.

Avg. Avg.

Task Method — Error rate Hamming distance  Kendall distance
Word orderin Baseline 0.350 0.800 0.600
£ Ours 0.200 0.500 0.350
Sent. deri Baseline 0.769 2.231 1.692
entence oreeting — ours 0.615 1.923 1.385

skills of individual workers. Moreover, a number of malicious workers participate in
crowdsourcing [15]. They are motivated by financial rewards and try to complete the
tasks as quickly as possible with the minimum effort by providing illogical submissions.

A widely used approach is to obtain multiple submissions from different workers
and aggregate them by applying a majority vote [5] or other rules. Dawid and Skene ad-
dressed the problem of aggregating the medical diagnoses of multiple doctors to achieve
more accurate decisions [6]. Smyth et al. applied the method to the problem of inferring
the true labels of images from multiple noisy labels [16]. Whitehill et al. explicitly mod-
eled the difficulty of each task [7], and Welinder et al. introduced the difficulty of each
task for each worker [8]. The usage of these methods is limited to the tasks that consti-
tute binary or multiple-choice questions; however, the tasks in crowdsourcing comprise
varied types of questions. A few methods have been proposed to extend the applicabil-
ity of the aggregation-based quality control approach to more general crowdsourcing
tasks [9].

Although the probabilistic models for ranking have been widely studied [11], only a
few studies in the literature focused on item ordering tasks in the context of crowdsourc-
ing. Chen et al. proposed a quality control method for item ordering tasks [13] based
on a pairwise ranking model; however, their method aims to find the correct ordering
of a single, large set of items, while our method focuses on solving multiple differ-
ent (relatively small) ordering tasks simultaneously. Additionally, since their method is
based on pairwise comparisons, it is not always suitable for tasks where more than two
items are needed to decide their correct positions. Wu et al. also employed the general
distance-based model in the context of learning to rank from multiple annotators [17],
while our approach employs a more specific distance measure, i.e., Spearman distance,
so that the inference is more simple and efficient.
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Fig.5. Accuracy evaluation of estimated worker abilities. Relations between averaged squared
error of each worker’s responses to ground truths and estimated worker ability are shown. Strong
negative correlations (—0.853 and —0.695 for the word ordering tasks and the sentence ordering
tasks, respectively) are confirmed.

7 Conclusion

We addressed the problem of quality control for item ordering tasks in crowdsourc-
ing, where multiple workers are asked to perform each task, which consists of posi-
tioning given items in the correct order. By extending a distance-based probabilistic
ordering model to incorporate the ability of each worker, we built our proposed method
for aggregating the collected orders to obtain more accurate orders in a setting where
variability in the workers’ abilities exists. We also introduced an efficient algorithm to
estimate the true orders that employs the Spearman distance as the distance measure
in a distance-based ordering model. Experimental results on two kinds of crowdsourc-
ing tasks, word ordering tasks and sentence ordering tasks, showed that our method
successfully achieved more accurate orders than the baseline method, which does not
consider the worker’s ability.

Acknowledgments. Y. Baba was supported by the Funding Program for World-Leading
Innovative R&D on Science and Technology (FIRST Program).
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