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Abstract

This paper studies a recommendation algo-
rithm whose outcomes are not influenced
by specified information. It is useful in
contexts potentially unfair decision should
be avoided, such as job-applicant recom-
mendations that are not influenced by so-
cially sensitive information. An algorithm
that could exclude the influence of sensi-
tive information would thus be useful for
job-matching with fairness. We call the
condition between a recommendation out-
come and a sensitive feature Recommenda-
tion Independence, which is formally de-
fined as statistical independence between
the outcome and the feature. Our previous
independence-enhanced algorithms simply
matched the means of predictions between
sub-datasets consisting of the same sensi-
tive value. However, this approach could
not remove the sensitive information rep-
resented by the second or higher moments
of distributions. In this paper, we develop
new methods that can deal with the second
moment, i.e., variance, of recommendation
outcomes without increasing the compu-
tational complexity. These methods can
more strictly remove the sensitive infor-
mation, and experimental results demon-
strate that our new algorithms can more
effectively eliminate the factors that un-
dermine fairness. Additionally, we explore
potential applications for independence-
enhanced recommendation, and discuss its
relation to other concepts, such as recom-
mendation diversity.

* Our experimental codes are available at http://wuw.

kamishima.net/iers/
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1. Introduction

A recommender system searches for items or in-
formation predicted to be useful to users, and
its influence on users’ decision-making has been
growing. For example, online-retail-store cus-
tomers check recommendation lists, and are more
likely to decide to buy highly-rated items. Rec-
ommender systems have thus become an indis-
pensable tool in support of decision-making.
Such decision-making support tools must be
fair and unbiased, because users can make poor
decisions if recommendations are influenced by
specific information that does not match their
needs. Hence, a recommendation algorithm that
can exclude the influence of such information
from its outcome would be very valuable. There
are several representative scenarios in which the
exclusion of specific information would be nec-
essary. First, there are contexts in which rec-
ommendation services must be managed in ad-
herence to laws and regulations. Sweeney pre-
sented an example of dubious advertisement
placement that appeared to exhibit racial dis-
crimination (Sweeney, 2013). In this case, the
advertisers needed to generate personalized ad-
vertisements that were independent of racial in-
formation. Another concern is the fair treatment
of information providers. An example in this con-
text is the Federal Trade Commissions investiga-
tion of Google to determine whether the search
engine ranks its own services higher than those
of competitors (Forden, 2012). Algorithms that
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can explicitly exclude information, whether or
not content providers are competitors, would be
helpful for alleviating competitors’ doubts that
their services are being unfairly underrated. Fi-
nally, a user sometimes needs to exclude the influ-
ence of unwanted information. Popularity bias,
which is the tendency for popular items to be
recommended more frequently (Celma and Cano,
2008), is a well-known drawback of recommenda-
tion algorithms. If information on the popularity
of items could be excluded, users could acquire
information free from unwanted popularity bias.

To fulfill the need for techniques to exclude the
influence of specific information, several meth-
ods for fairness-aware data mining have been
developed (for review, see Hajian et al., 2016).
In these approaches, a classifier is designed
to predict labels so that they are independent
from specified sensitive information. By in-
troducing this idea, we proposed the concept
of recommendation independence. This is for-
mally defined as unconditional statistical inde-
pendence between a recommendation outcome
and specified information. We call a recom-
mendation that maintains the recommendation
independence independence-enhanced recommen-
dation. We developed two types of approaches
to these recommendations. The first is a regu-
larization approach, which adopts an objective
function with a constraint term for imposing
independence (Kamishima et al., 2012a, 2013;
Kamishima and Akaho, 2017). The second is a
model-based approach, which adopts a generative
model in which an outcome and a sensitive fea-
ture are independent (Kamishima et al., 2016).

In this paper, we propose new methods
for making independence-enhanced recommenda-
tions. Our previous model (Kamishima et al.,
2013) took a regularization approach and com-
bined probabilistic matrix factorization and a
constraint term. However, because the con-
straint term was heuristically designed so that it
matched means by shifting predicted ratings, it
could not remove the sensitive information repre-
sented by the second or higher moments of distri-
butions. Further, the approach could not control
the range of predicted ratings, and thus would
skew the rating distribution. For example, if all
predicted ratings were shifted toward +1, the
lowest ratings would not appear in the predic-
tions. To remove these drawbacks without sacri-

ficing computational efficiency, we developed two
new types of constraint terms exploiting statis-
tical measures: Bhattacharyya distance and mu-
tual information.

We performed more extensive experiments
than in our previous studies in order to achieve
more reliable verification. Here, we examine algo-
rithms on three datasets and six types of sensitive
features to confirm the effects of independence-
enhancement. To verify the improvements that
derive from considering the second moments, we
quantitatively compared the quality of rating dis-
tributions using an independence measure.

Moreover, we explore scenarios in which
independence-enhanced recommendation would
be useful, and clarify the relation between recom-
mendation independence and other recommenda-
tion research topics. We provide more examples
of three types of scenarios in which enhancement
of recommendation independence would be use-
ful. As in the discussion in the RecSys 2011
panel (Resnick et al., 2011), rich recommenda-
tion diversity has been considered beneficial for
making recommendations fair. We discuss the
differences in the definitions of recommendation
diversity and independence. We also note the
relation to transparency and privacy in a recom-
mendation context.

Our contributions are as follows.

e We develop new independence-enhanced rec-
ommendation models that can deal with the
second moment of distributions without sac-
rificing computational efficiency.

e Our more extensive experiments reveal the
effectiveness of enhancing recommendation
independence and of considering the second
moments.

e We explore applications in which recommen-
dation independence would be useful, and
reveal the relation of independence to the
other concepts in recommendation research.

This paper is organized as follows. In section 2,
we present the concept of recommendation in-
dependence, and discuss how the concept would
be useful for solving real-world problems. Meth-
ods for independence-enhanced recommendation
are proposed in section 3, and the experimen-
tal results are presented in section 4. Section 5
contains a discussion about recommendation in-
dependence and related recommendation issues,
and section 6 concludes our paper.
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Figure 1: Distributions of the predicted ratings
for each sensitive value

2. Recommendation Independence

This section provides a formal definition of rec-
ommendation independence, and we show appli-
cations of this concept for solving real problems.

2.1. Formal Definition

Before formalizing the concept of recommenda-
tion independence, we will give a more intuitive
description of this concept. Recommendation in-
dependence is defined as the condition that the
generation of a recommendation outcome is sta-
tistically independent of a specified sensitive fea-
ture. This implies that information about the
feature has no impact on the recommendation
outcomes. We will take the example of a movie
recommendation. In this example, we select the
movie-release year as a sensitive feature, in order
to prevent the release year from influencing the
recommendation of individual movies. Therefore,
assuming that there are two movies whose fea-
tures are all the same except for their release
year, this independence-enhanced recommender
makes identical predictions for these two movies.

To illustrate the effect of enhancing recommen-
dation independence, Figure 1 shows the distri-
butions of predicted ratings for each sensitive
value for the ML1M-Year dataset. The details
will be shown in section 4; here, we briefly note
that ratings for movies are predicted and the sen-
sitive feature represents whether or not movies
are released before 1990. Black and gray bars
show the distributions of ratings for older and
newer movies, respectively. In Figure 1(a), rat-
ings are predicted by a standard algorithm, and
older movies are highly rated (note the large
gaps between the two bars indicated by arrow-
heads). When recommendation independence is
enhanced (n=100) as in Figure 1(b), the distri-
butions of ratings for older and newer movies be-

come much closer (the large gaps are lessened);
that is to say, the predicted ratings are less af-
fected by the sensitive feature. It follows from
this figure that the enhancement of recommen-
dation independence reduces the influence of a
specified sensitive feature on the outcome.

We can now formalize the above intuitive
definition of the recommendation independence.
Consider an event in which all the information
required to make a recommendation, such as the
specifications of a user and item and all features
related to them, is provided and a recommenda-
tion result is inferred from this information. This
event is represented by a triplet of three random
variables: R, S, and F. R represents a recom-
mendation outcome, which is typically a rating
value or an indicator of whether or not a speci-
fied item is relevant. We call S a sensitive feature,
using the terminology in the fairness-aware data
mining literature. Finally, F' represents all ordi-
nary features (or features) related to this event
other than those represented by R and S. The
recommendation is made by inferring the value of
R given the values of S and F' based on a prob-
abilistic recommendation model, Pr[R|S, F].

Based on information theory, the statement
“generation of a recommendation outcome is sta-
tistically independent of a specified sensitive fea-
ture” describes the condition in which the mutual
information between R and S is zero, I(R; S) = 0.
This means that we know nothing about R even
if we obtain information about S, because infor-
mation on S is excluded from R. This condition
is equivalent to statistical independence between
R and S, ie., Pr[R] = Pr[R]|S], as denoted by
R S.

2.2. Applications

We here consider recommendation applications
for which independence should be enhanced.

2.2.1. ADHERENCE TO LAWS AND
REGULATIONS

Recommendation services must be managed
while adhering to laws and regulations. We
will consider the example of a suspicious
advertisement placement based on keyword-
matching (Sweeney, 2013). In this case, users
whose names are more popular among individ-
uals of African descent than European descent
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were more frequently shown advertisements im-
plying arrest records. According to an investi-
gation, however, no deliberate manipulation was
responsible; rather, the bias arose simply as a
side-effect of algorithms to optimize the click-
through rate. Because similar algorithms of Web
content optimization are used for online recom-
mendations, such as for online news recommen-
dations, similar discriminative recommendations
can be provided in these contexts. For example,
independence-enhanced recommendation would
be helpful for matching an employer and a job
applicant based not on gender or race, but on
other factors, such as the applicant’s skill level
at the tasks required for the job.
Recommendation independence is also helpful
for avoiding the use of information that is re-
stricted by law or regulation. For example, pri-
vacy policies prohibit the use of certain types
of information for the purpose of making recom-
mendations. In such cases, by treating the pro-
hibited information as a sensitive feature, the in-
formation can be successfully excluded from the
prediction process of recommendation outcomes.

2.2.2. FAIR TREATMENT OF CONTENT
PROVIDERS

Recommendation independence can be used to
ensure the fair treatment of content providers or
product suppliers. The Federal Trade Commis-
sion has been investigating Google to determine
whether the search engine ranks its own services
higher than those of competitors (Forden, 2012).
The removal of deliberate manipulation is cur-
rently considered to ensure the fair treatment
of content providers. However, algorithms that
can explicitly exclude information whether or not
content providers are competitors would be help-
ful for dismissing the competitors’ doubts that
their services may be unfairly underrated.
Though this case is about information re-
trieval, the treatment of content providers in the
course of generating recommendations can also
be problematic. Consider the example of an on-
line retail store that directly sells items in addi-
tion to renting a portion of its Web sites to ten-
ants. On the retail Web site, if directly sold items
are overrated in comparison to items sold by ten-
ants, then the trade conducted between the site
owner and the tenants is considered unfair. To

carry on a fair trade, the information on whether
an item is sold by the owner or the tenants should
be ignored. An independence-enhanced recom-
mender would be helpful for this purpose. Note
that enhancing this type of recommendation in-
dependence is not disadvantageous to retail cus-
tomers, because items are equally rated if they
are equivalent and sold under equivalent condi-
tions.

2.2.3. EXcLUSION OF UNWANTED
INFORMATION

Users may want recommenders to exclude the in-
fluence of specific information. We give several
examples. Enhancing independence is useful for
correcting a popularity bias, which is the ten-
dency for popular items to be recommended more
frequently (Celma and Cano, 2008). If users are
already familiar with the popular items and are
seeking minor and long-tail items that are novel
to them, this popularity bias will be unfavorable
to them. In this case, the users can specify the
volume of consumption of items as a sensitive
feature, and the algorithm will provide recom-
mendations that are independent of information
about the popularity of items.

The deviations of preference data can be ad-
justed. As is well known, preference data are
affected by their elicitation interface. For exam-
ple, the response of users can be changed depend-
ing on whether or not predicted ratings are dis-
played (Cosley et al., 2003). By making a rec-
ommendation independent of the distinction of
preference-elicitation interfaces, such unwanted
deviations can be canceled.

When users explicitly wish to ignore spe-
cific information, such information can be ex-
cluded by enhancing the recommendation inde-
pendence. Pariser recently introduced the con-
cept of the filter bubble problem, which is the
concern that personalization technologies narrow
and bias the topics of interest provided to tech-
nology consumers, who do not notice this phe-
nomenon (Pariser, 2011). If a user of a social
network service wishes to converse with people
having a wide variety of political opinions, a
friend recommendation that is independent of the
friends’ political conviction will provide an op-
portunity to meet people with a wide range of
views.
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3. Independence-Enhanced
Recommendation

In this section, after formalizing a task
of independence-enhanced recommendation, we
show an independence-enhanced variant of a
probabilistic matrix factorization model. Finally,
we show the previous and our new types of
penalty terms required for enhancing the recom-
mendation independence.

3.1. Task Formalization

We here formalize a task of independence-
enhanced recommendation.  Recommendation
tasks can be classified into three types: finding
good items that meet a user’s interest, optimiz-
ing the utility of users, and predicting ratings of
items for a user (Gunawardana and Shani, 2009).
We here focus on the following predicting-ratings
task. X € {1,...,n} and Y € {1,...,m} denote
random variables for the user and item, respec-
tively. R denotes a random variable for the rec-
ommendation outcome in the previous section,
but this R is now restricted to the rating of YV
given by X, and we hereafter refer to this R as a
rating variable. The instance of X, Y, and R are
denoted by z, y, and 7, respectively.

As described in the previous section, we addi-
tionally introduced a random sensitive variable,
S, which indicates the sensitive feature with re-
spect to which the independence is enhanced.
This variable is specified by a user or manager
of recommenders, and its value depends on var-
ious aspects of an event as in the examples in
section 2.2. In this paper, we restrict the domain
of a sensitive feature to a binary type, {0,1}. A
training datum consists of an event, (z,y), a sen-
sitive value for the event, s, and a rating value
for the event, r. A training dataset is a set of N
training data, D = {(x;,yi, 8i,73)}, ¢ =1,...,N.
We define D) as a subset consisting of all data
in D whose sensitive value is s.

Given a new event, (z,y), and its corre-
sponding sensitive value, s, a rating predic-
tion function, #(x,y,s), predicts a rating of the
item y by the user z, and satisfies #(x,y,s) =
Ep[R|z,y,s[11]. This rating prediction function is
estimated by using a regularization approach de-
veloped in the context of fairness-aware data min-
ing (Kamishima et al., 2012b). This approach is

to optimize an objective function having three
components: a loss function, loss(r*,#), an inde-
pendence term, ind(R,S), and a regularization
term, reg. The loss function represents the dis-
similarity between a true rating value, r*, and
a predicted rating value, 7. The independence
term quantifies the expected degree of indepen-
dence between the predicted rating values and
sensitive values, and a larger value of this term
indicates the higher level of independence. The
aim of the regularization term is to avoid over-
fitting. Given a training dataset, D, the goal of
the independence-enhanced recommendation is
to acquire a rating prediction function, 7(z,y, s),
so that the expected value of the loss function is
as small as possible and the independence term
is as large as possible. The goal can be accom-
plished by finding a rating prediction function,
7, 80 as to minimize the following objective func-
tion:

2 (@ ryirser) e 1088(re, P(24, i, 85)

—nind(R, S) + Areg(®), (1)
where n > 0 is an independence parameter to
balance between the loss and the independence,
A > 0 is a regularization parameter, and © is a
set of model parameters.

3.2. An Independence-Enhanced
Recommendation Model

We adopt a probabilistic matrix factorization
(PMF) model (Salakhutdinov and Mnih, 2008) to
predict ratings. Though there are several minor
variants of this model, we here use the following
model defined as equation (3) in (Koren, 2008):

(2)

where u, by, and ¢, are global, per-user, and
per-item bias parameters, respectively, and p;
and q, are K-dimensional parameter vectors,
which represent the cross effects between users
and items. The parameters of the model are
estimated by minimizing the squared loss func-
tion with a Ly regularizer term. This model is
proved to be equivalent to assuming that true
rating values are generated from a normal dis-
tribution whose mean is equation (2). Unfortu-
nately, in the case that not all entries of a rat-
ing matrix are observed, the objective function

Pz, y) = p+ by + ¢, + Py ay,
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of this model is non-convex, and merely local op-
tima can be found. However, it is empirically
known that a simple gradient method succeeds
in finding a good solution in most cases (Koren,
2008).

The PMF model was then extended to enhance
the recommendation independence. First, the
prediction function (2) was modified so that it
is dependent on the sensitive value, s. For each

value of s, 0 and 1, parameter sets, u(*), bf(f), c@(f),

pgf), and q?(f), are prepared. One of the parame-
ter sets is chosen according to the sensitive value,

and the rating prediction function becomes:

.
A,y 8) = u + 0 + ) +pl gl (3)

By using this prediction function (3), an objec-
tive function of an independence-enhanced rec-
ommendation model becomes:

Z(aj,i7yi77'i,s,i)ep(ri - ’F(l‘77 Yis Si))2

—nind(R, S) + Areg(®), (4)

where the regularization term is a sum of Lo reg-
ularizers of parameter sets for each value of s
except for global biases, 1(*). Model parameters,
o6 = {,u(s),b;s),cés),pgs),qgs)}, for s € {0,1},
are estimated so as to minimize this objective.
Once we learn the parameters of the rating pre-
diction function, we can predict a rating value for
any event by applying equation (3).

3.3. Independence Terms

Now, all that remains is to define the inde-
pendence terms. Having previously introduc-
ing our independence term of mean match-
ing (Kamishima et al., 2013), we here propose
two new independence terms, distribution match-
ing and mutual information.

3.3.1. MEAN MATCHING

Our previous independence term in (Kamishima
et al., 2013) was designed so as to match
the means of two distributions Pr[R|S=0] and
Pr[R|S=1], because these means match if R and
S become statistically independent. The inde-
pendence term is a squared norm between means
of these distributions:

S0  gm\?2
- (Nm) - N(l)) ! 5)

where N = |[D®)| and S is the sum of pre-
dicted ratings over the set D),

Se) = Z(mi,yi,sz‘)ED(s) (T4, Yiy Si)- (6)

We refer to this independence term as mean
matching, which we abbreviate as mean-m.

3.3.2. DISTRIBUTION MATCHING

To remedy the drawback that the mean-m term is
designed to ignore the second moment, we pro-
pose a new independence term. Techniques for
handling the independence between a continuous
target variable and a sensitive feature have not
been fully discussed. The method in (Calders
et al., 2013) is basically the same as the approach
of the mean-m. Pérez-Suay et al. (2017) proposed
the use of the Hilbert-Schmidt independence cri-
terion. However, this approach requires the com-
putational complexity of O(N?) for computing a
kernel matrix, and it is not scalable.

We therefore create our new independence
term, distribution matching with Bhattacharyya
distance, which we abbreviate as bdist-m. This
bdist-m term can deal with the second moment
of distributions in addition to the first mo-
ment. For this purpose, each of two distribu-
tions, Pr[R|S=0] and Pr[R|S=1], is modeled by
a normal distribution, and the similarity between
them are quantified by a negative Bhattacharyya
distance:

_ (_m/: /PrrS=0] Pr[r|szl}dr)

5@ g2
NO T ND

AVO VDY

(7)

=—-In
2

11 2/ V(O y(1)
2 vO) vy |

where V() is the variance of predicted ratings
over the training set D). To estimate V()
we use the expectation of a posterior distribu-
tion of a variance parameter derived from equa-
tion (2.149) in (Bishop, 2006) to avoid the zero
variance:

2o + Q) — (S4)? /N )
2ag + N () ’

where S(*) is equation (6), and Q) is the squared
sum of predicted ratings:

v =

s . 2
Q( ) = Z(zi,yi,si)GD(S) T(I‘i, y’i’ Sl) * (9)
ag and by are hyper-parameters of a prior Gamma
distribution. We use 2a0=10"% and 2by=10"2%.
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3.3.3. MUTUAL INFORMATION

We next propose our new independence term,
mutual information with normal distributions,
abbreviated as mi-normal. We employed mutual
information for quantifying the degree of statis-
tical independence. Distributions, Pr[R|S], are
modeled by a normal distribution. Our new mi-
normal term is defined as the negative mutual in-
formation between R and S:

—I(R; S) = —(H(R) — H(R|S))

= —(H(R) — X, Pr[S=s] H(R|S=s)), (10)

where H(X) is a differential entropy function. We
start with the second term of this equation. Be-
cause S is a binary variable, Pr[S=s| can be eas-
ily estimated by N(*)/N. To estimate H(R|S=s),
we model Pr[R|S=s] by a normal distribution.
By using the formula of differential entropy of
a normal distribution (e.g., see example 8.1.2 in
Cover and Thomas, 2006), we get
H(R|S=s) = % In27meV(®,

=3 (11)
We next turn to the first term of equation (10).

Pr[R] is a mixture of two normal distributions:
Pr[R] =) Pr[S=s| Pr[R|S=s]. (12)

We approximate Pr[R] by a single normal distri-
bution with the same mean and variance of this
mixture distribution. We consider this approxi-
mation proper, because it captures the first two
moments of the mixture. Further, when R and S
are completely independent, where two means of
two normal distributions are equal, the mixture
is precisely equivalent to a single normal distribu-
tion. This property is desirable, because we now
try to let R and S be independent. By using the
entropy of a normal distribution, we get

H(R) = ; In27eV,

by + (QO+QW) — (SO 45M)*/N (14
n dag + N '

Finally, by substituting equations (11) and (13)
into equation (10), we obtain a mi-normal inde-
pendence term.

These new independence terms, bdist-m and
mi-normal, are computationally efficient. Because
these terms are smooth and analytically differ-
entiable like a mean-m term, the objective func-
tion can be optimized efficiently. Their computa-
tional complexity is dominated by the sum and

(13)

v

Table 1: Summary of experimental conditions

data ML1M Flixster Sushi
# of users 6,040 147,612 5,000
# of items 3,706 48,794 100
# of ratings 1,000,209 8,196,077 50,000
rating scale 1,2,...,5 .5, 1,...,5 0,1,...,4
mean rating 3.58 3.61 1.27
# of latent factors, K 7 20 5
regularization param., A 1 30 10
non-personalized MAE 0.934 0.871 1.081
standard MAE 0.685 0.655 0.906
the squared sum of data, and it is O(N). Be-

cause this complexity is on the same order as
that of the loss function of the original PMF
model, the total computational complexity of an
independence-enhanced variant is the same as
that of the original algorithm. Additionally, since
these new terms take the first two moments of
distributions into account, they give a much bet-
ter approximation than the mean-m term. Fi-
nally, we note the difference between the bdist-m
and mi-normal terms. A bdist-m term does not
approximate Pr[R], unlike a mi-normal term. A
mi-normal term can be straightforwardly extensi-
ble to the case that a sensitive feature is categor-
ical type.

4. Experiments

We implemented independence-enhanced rec-
ommenders and applied them to benchmark
datasets. Below, we present the details re-
garding these datasets and experimental condi-
tions, then compare three independence terms:
mean-m, bdist-m, and mi-normal. These com-
parative experiments confirm the effectiveness of
independence-enhanced recommenders and show
the advantages gained by considering the second
moments.

4.1. Datasets and Experimental
Conditions

We can now consider the experimental conditions
in detail, including the datasets, methods, and
evaluation indexes. To confirm the effectiveness
of independence-enhancement more clearly, we
tested our methods on the three datasets summa-
rized in Tables 1 and 2. The first dataset was the
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Table 2: Sizes, means, and variances of data sub-
sets for each sensitive value

Datasets size mean variance

S=0 S=1 S=0S=1 S=05=1
ML1M-Year 456,683 543,526  3.72 3.46 1.15 1.30
MLIM-Gender 753,769 246,440  3.57 3.62 1.25 1.23
Flixster 3,868,842 4,327,235  3.71 3.53 1.18 1.18
Sushi-Age 3,150 46,850 2.39 2.75 1.75 1.60
Sushi-Gender 23,730 26,270 2.80 2.66 1.43 1.77
Sushi-Seafood 43,855 6,145 2.76 2.46  1.61 1.58

Movielens 1M dataset (MLIM) (Maxwell Harper
and Konstan, 2015). We tested two types of sen-
sitive features for this set. The first, Year, repre-
sented whether a movie’s release year was later
than 1990. We selected this feature because it
has been proven to influence preference patterns,
as described in section 2.1. The second feature,
Gender, represented the user’s gender. The movie
rating depended on the user’s gender, and our
recommender enhanced the independence of this
factor. The second dataset was the larger Flixster
dataset (Jamali and Ester, 2010). Because nei-
ther the user nor the item features were available,
we adopted the popularity of items as a sensitive
feature. Candidate movies were first sorted by
the number of users who rated the movie in a
descending order, and a sensitive feature repre-
sented whether or not a movie was in the top 1%
of this list. A total of 47.2% of ratings were as-
signed to this top 1% of items. The third dataset
was the Sushi dataset! (Kamishima, 2003), for
which we adopted three types of sensitive fea-
tures: Age (a user was a teen or older), Gender (a
user was male or female), and Seafood (whether
or not a type of sushi was seafood). We selected
these features because the means of rating be-
tween two subsets, D(©) and D), diverged.

We tested three independence terms in sec-
tion 3.3: mean-m, bdist-m, and mi-normal. An
objective function (4) was optimized by the con-
jugate gradient method. We used hyperparame-
ters, the number of latent factors K, and a reg-
ularization parameter A, in Table 1. For each
dataset, D© and DU, the parameters were ini-
tialized by minimizing an objective function of a
standard PMF model without an independence
term. For convenience, in experiments the loss

1. http://www.kamishima.net/sushi/

term of an objective was rescaled by dividing it
by the number of training examples. We per-
formed a five-fold cross-validation procedure to
obtain evaluation indexes of the prediction errors
and independence measures.

We evaluated our experimental results in terms
of prediction errors and the degree of indepen-
dence. Prediction errors were measured by the
mean absolute error (MAE) (Gunawardana and
Shani, 2009). This index was defined as the mean
of the absolute difference between the observed
ratings and predicted ratings. A smaller value
of this index indicates better prediction accu-
racy. To measure the degree of independence, we
checked the equality between two distributions of
ratings predicted on D) and D) datasets. As
the measure of equality, we adopted the statis-
tic of the two-sample Kolmogorov-Smirnov test
(KS), which is a nonparametric test for the equal-
ity of two distributions. The KS statistic is de-
fined as the area between two empirical cumu-
lative distributions of predicted ratings for D(®
and D). A smaller KS indicates that R and S
are more independent.

4.2. Experimental Results

In this section, we empirically examine the fol-
lowing two questions.

1. We consider whether independence-enhanced
recommenders definitely enhance the recom-
mendation independence. Such enhancement
was not theoretically guaranteed for several
reasons: the objective function (4) was not
convex, the rating distributions were modeled
by normal distributions, and we adopted an
approximation in equation (13).

2. We compare the behaviors of the three in-
dependence terms. We specifically examine
whether the bdist-m and mi-normal terms can
take into account the second moment of dis-
tributions, which was ignored in the mean-m
case.

To answer these questions, we generate two
types of experimental results. First, we show the
quantitative measures to evaluate the prediction
accuracy and the degree of independence. Sec-
ond, we qualitatively visualize the distributions
of predicted ratings for the ML1M-Year dataset.
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4.2.1. EVALUATION BY QUANTITATIVE
MEASURES

To examine the two questions, we quantita-
tively analyze the evaluation measures. We fo-
cus on the first question — that is, the effec-
tiveness of independence-enhancement. FEvalu-
ation measures, MAE and KS, for six datasets
are shown in Figure 2. We tested a standard
PMF model and three independence-enhanced
PMF models. We first investigate KSs, which
measure the degree of independence, as shown
in the right column of Figure 2. We can ob-
serve a decreasing trend of KSs along with the
increase of an independence parameter, 7. In ad-
dition, all independence-enhanced recommenders
could achieve better levels of independence than
those obtained by a standard PMF model, if the
independence parameter is fully large. These
trends verified that recommendation indepen-
dence could be enhanced successfully. We then
analyzed the MAEs, a measurement of predic-
tion accuracy, from the left column of Figure 2.
The MAEs derived from independence-enhanced
PMF models were slightly increased when com-
pared with those derived from a standard PMF
model. Such losses in accuracy are inevitable, as
we will discuss in section 5.1. However, the losses
were slight, and these independent-enhancement
models could accomplish good trade-offs be-
tween accuracy and independence. In summary,
independence-enhanced recommenders could en-
hance recommendation independence success-
fully.

We then move on the second question. To ex-
amine the influence of considering the second mo-
ments, we checked the means and standard devia-
tions of distributions for the ML1M-Year dataset.
Test data were divided into two sub-datasets,
DO and P, and means and standard devi-
ations of predicted ratings were computed for
each pair of sub-datasets. These pairs of means
and standard deviations are depicted in Figure 3.
For all types of independence terms, we found
that the pairs of means approached each other
as the independence parameter increased. Note
that this trend was observed for all datasets. On
the other hand, the pairs of standard deviations
became closer as the value of 7 increased in the
bdist-m and mi-normal cases, but not in the mean-
m case. Similar trends were observed for all the
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Figure 2: Changes in the MAE and KS measures

NOTE: The subfigure rows sequentially show the re-
sults for the ML1M-Year, ML1M-Gender, Flixster, Sushi-
Age, Sushi-Gender, and ML1M-Seafood datasets, respec-
tively. The X-axes of these subfigures represent the in-
dependence parameter, 7, in a logarithmic scale. The
Y-axes of subfigures in the first and the second columns
represent MAEs in a linear scale and KSs in a linear
scale, respectively. Note that the ranges are changed to
emphasize the differences. The results for the bdist-m
and mi-normal terms are overlapped in some subfigures.
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Figure 3: Changes of means and standard devi-
ations of predicted ratings according to the pa-
rameter, 7

NOTE: The X-axes of these subfigures represent the in-
dependence parameter, 7, in a logarithmic scale. These
subfigures sequentially show the means and standard
deviations of predicted ratings derived by the mean-m,
bdist-m, and mi-normal methods for the ML1M-Year, re-
spectively. Means and standard deviations for the two
groups based on sensitive values are represented by the
scales at the left and right side of these subfigures, re-
spectively. Pairs of means and standard deviations are
depicted by red solid and blue dotted lines, respectively.

datasets except for Sushi-Age and Sushi-Seafood.
Note that, according to our analysis, the fail-
ure to control the second moments for these two
datasets was due to the imbalanced distributions
of sensitive values as in Table 2. We can conclude
from these results that the methods using our
new independence terms, bdist-m and mi-normal,
can control the second moments of rating dis-
tributions, which our previous mean-m method
could not control.

4.2.2. QUALITATIVE VISUALIZATION OF
PREDICTIONS

To provide intuitive illustrations of
independence-enhancement, we visualize the
distributions of predicted ratings for the ML1M-
Year dataset. In terms of the first research
question, we show a comparison of the rating
distributions predicted by the standard PMF
model with those predicted by the mi-normal
independence-enhanced PMF model in Figure 1.
As described in section 2.1, the figure illustrates
the effect of independence enhancement.

We here demonstrate the improvement in con-
sideration of the second moments. By consider-
ing the second moments, our new models can re-
move the sensitive information more strictly, and
can produce less skewed predicted ratings by ad-
justing their range. For this purpose, we visually
compare the distributions of ratings predicted

dislike like  dislike like

(a) mean-m (b) mi-normal
Figure 4: Distributions of the ratings predicted
by mean-m and mi-normal methods for each sen-
sitive value

NOTE: In the upper charts, black and gray bars show
the histograms of ratings for test data in D(© and DX,

respectively. In the lower charts, we show the values for
the black bins minus those for the gray bins.

by ignoring the second moments, i.e., mean-m,
with those predicted by considering them, i.e.,
mi-normal. Figure 4 shows the distributions of
predicted ratings for each sensitive value for the
ML1M-Year dataset, as in Figure 1. Figures 4(a)
and 4(b) show the distributions of ratings pre-
dicted by the mean-m and mi-normal methods
(n=100), respectively. First, the distributions
for the datasets, D and DM, became much
closer in the mi-normal case than in the mean-m
case (see the smaller bars in the lower charts).
This indicates that the mi-normal could more
strictly remove sensitive information by consid-
ering the second moments of distributions. Sec-
ond, we examine the skew of rating distribu-
tions. We concentrate on the rightmost bins
in these histograms. The differences in these
bins were larger than those obtained by a stan-
dard PMF model. This is because the distri-
butions for D) (gray) were shifted toward the
plus side, and this bin contained all the test data
whose ratings were predicted to be larger than
the maximum of the rating range. The mi-normal
method could achieve a smaller difference than
the mean-m method by scaling the range of rat-
ings, because the mi-normal method could con-
trol the second moments of distributions. How-
ever, such scaling was impossible in the mean-m
case, because the mean-m could merely shift the
distributions. This observation implies that the
mi-normal method could produce a less skewed
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distribution of predicted ratings. Note that we
observed similar trends in terms of the bdist-m
method.

Finally, we comment on the difference between
mi-normal and bdist-m. The differences in per-
formance between these two methods in terms
of accuracy and independence were very slight.
Though the mi-normal method adopted an ap-
proximation, it could be straightforwardly exten-
sible to the case that a sensitive feature is a cat-
egorical discrete variable. Therefore, it would be
better to use the mi-normal method in general.

From the above, it may be concluded that all
independence terms could successfully enhance
recommendation independence, and that our new
independence terms, mi-normal and bdist-m, can
enhance independence more strictly than the pre-
vious mean-m term.

5. Discussion and Related Work

Finally, we will discuss the characteristics of rec-
ommendation independence, explore the relation
between recommendation independence and di-
versity, and present related topics.

5.1. Discussion

In this section, we discuss three topics with re-
spect to recommendation independence. First,
let us consider why a sensitive feature must be
specified in the definition of recommendation in-
dependence. In brief, a sensitive feature must
be selected because it is intrinsically impossible
to personalize recommendation outcomes if the
outcomes are independent of any feature. This
is due to the ugly duckling theorem, which is a
theorem in pattern recognition literature that as-
serts the impossibility of classification without
weighing certain features of objects as more im-
portant than others (Watanabe, 1969). Because
recommendation is considered a task for classi-
fying whether or not items are preferred, certain
features inevitably must be weighed when mak-
ing a recommendation. Consequently, it is im-
possible to treat all features equally. In the Rec-
Sys2011 panel (Resnick et al., 2011), a panelist
also pointed out that no information is neutral,
and thus individuals are always influenced by in-
formation that is biased in some manner.
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Second, we will consider the indirect influences
of sensitive features. In section 2.1, we incorpo-
rated a sensitive feature into a prediction model,
Pr[R|S, F]. It might appear that the model could
be made independent by simply removing S, but
this is not the case. By removing the sensi-
tive information, the model satisfies the condition
Pr[R|S, F| = Pr[R|F]. Using this equation, the
probability distribution over (R, S, F’) becomes

Pr[R, S, F] =Pr[R|S, F| Pr[S|F] Pr[F)]

=Pr[R|F] Pr[S|F] Pr[F]. (15)
This is the conditional independence between R
and S given F, i.e., R 1L S| F, which is different
from the unconditional independence between R
and S, i.e., R 1L S. Under a condition of con-
ditional independence, if there are features in F'
that are not independent of S, the outcomes will
be influenced by S through the correlated fea-
tures. This phenomenon was observed in the ex-
ample of online advertising in section 2.2.1. Even
though no information on the individuals’ races
was explicitly exploited, such an incident could
arise through the influence of other features that
indirectly contain information about their races.
Note that, within the fairness-aware data mining,
such an indirect influence is called a red-lining ef-
fect (Calders and Verwer, 2010).

With respect to the fairness-aware data min-
ing, Kamiran et al. (2013) discussed a more com-
plicated situation, which they called conditional
fairness. In this case, some of the features in F'
are explainable even if they are correlated with a
sensitive feature in addition to being considered
fair. For example, in the case of job-matching, if
special skills are required for a target job, con-
sidering whether or not an applicant has these
skills is socially fair even if it is correlated with
the applicant’s gender. Variables expressing such
skills are treated as explainable variables, E, and
the conditional independence between R and S
given E, i.e., R 1 S | E, is maintained. If F
is a simple categorical variable, our method will
be applicable by small modification. An indepen-
dence term is computed for each dataset having
the same explainable value, e € dom(F), and the
sum of these terms weighted by Prle] is used as
a constraint term. However, it would not be as
easy for the cases in which the domain of F is
large or F is a continuous variable.
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Finally, we will discuss the relation between ac-
curacy and recommendation independence. Fun-
damentally, as recommendation independence is
further enhanced, prediction accuracy tends to
worsen. This is due to the decrease in avail-
able information for inferring recommendation
outcomes. When information about S is not
excluded, the available information is the mu-
tual information between R and (S,F), ie.,
I(R; S, F). The information becomes I(R; F') af-
ter excluding the information about S. Because

I(R; S, F) = I(R; F) = I(R; S|F) > 0,

the available information is non-increasing when
excluding the information on S. Hence, the
trade-off for enhancing the independence gener-
ally worsens the prediction accuracy.

5.2. Relation to Recommendation
Diversity

We will briefly discuss recommendation diver-
sity (Kunaver and Pozrl, 2017), which is an at-
tempt to recommend a set of items that are mu-
tually less similar. McNee et al. (2006) pointed
out that recommendation diversity is important,
because users become less satisfied with recom-
mended items if similar items are repeatedly
shown. To our knowledge, Ziegler et al. (2005)
were the first to propose an algorithm to diver-
sify recommendation lists by selecting items less
similar to those already selected. Lathia et al.
(2010) discussed the concept of temporal diver-
sity that is not defined in a single recommenda-
tion list, but over temporally successive recom-
mendations. Adomavicius and Kwon (2012) dis-
cussed the aggregate diversity and the individual
diversity over the items that are recommended
to a whole population of users and to a specific
user, respectively.

We wish to emphasize that independence is
distinct from recommendation diversity. There
are three major differences between recommen-
dation diversity and independence. First, while
the diversity is the property of a set of recommen-
dations, as described above, the independence is
a relation between each recommendation and a
specified sensitive feature. Hence, it is impos-
sible to diversify a single recommendation, but
a single recommendation can be independent if
its prediction of ratings or its determination of
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Figure 5: Enhancement of recommendation di-
versity

whether to recommend or not is statistically in-
dependent from a given sensitive feature.

Second, recommendation independence de-
pends on the specification of a sensitive feature
that is a function of an item and a user. On
the other hand, recommendation diversity basi-
cally depends on the specification of how items
are similar. Even though similarity metrics are
not explicitly taken into account, similarities are
implicitly considered in a form, for example,
whether or not a pair of items are the same.
Therefore, independence and diversity are appli-
cable to different situations. Because a sensitive
feature can represent the characteristics of users,
independence can be applicable for coping with
the factors of users, such as the ML1M-Gender or
Sushi-Age feature. Inversely, the relative differ-
ence between item properties is hard to process
by using independence. For example, when us-
ing a similarity for diversity, one can represent
whether or not two items are the same color, but
it is not easy to capture such a feature by using
a sensitive feature. In this way, diversity and in-
dependence are directed at different aspects in a
recommendation context.

Third, while diversity seeks to provide a wider
range of topics, independence seeks to provide
unbiased information. Consider a case like that
in Figure 1, where there are two types of candi-
date movies, older and newer, and older movies
tend to be highly rated. As shown in Fig-
ure 5(a), a standard recommender selects top-
rated movies, which are illustrated by shading.
Newer movies are less recommended than older
movies, because newer ones are rated lower. To
enhance diversity, newer movies are added to
a recommendation list instead of removing the
older movies, as shown in Figure 5(b). As a
result, both older and newer movies are recom-
mended, and a wider range of movie topics is
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provided to users. However, the predicted rat-
ings are still affected by whether a movie is newer
or older. In other words, this diversified recom-
mendation list is biased in the sense that it is
influenced by the release year of movies. This is
highly contrasted with the case of recommenda-
tion independence shown in Figure 1(b). How-
ever, in this latter case, the inverse situation ap-
plies: even though the recommendation indepen-
dence is enhanced, a recommender might select
movies having highly skewed topics with respect
to sensitive features other than the one specified.
Therefore, as shown in this example, the pur-
poses of recommendation diversity and indepen-
dence are different.

5.3. Other Related Topics

In addition to the recommendation diversity, the
concept of recommendation independence has
connection with the following research topics.

We adopted techniques for fairness-aware data
mining to enhance the independence. Fairness-
aware data mining is a general term for min-
ing techniques designed so that sensitive infor-
mation does not influence the mining outcomes.
Pedreschi et al. (2008) first advocated such min-
ing techniques, which emphasized the unfair-
ness in association rules whose consequents in-
clude serious determinations. Datta et al. (2016)
quantified the influence of a sensitive future by
a surrogate data test. Another technique of
fairness-aware data mining focuses on classifi-
cations designed so that the influence of sen-
sitive information on the predicted class is re-
duced (Kamishima et al., 2012b; Calders and
Verwer, 2010; Kamiran et al., 2012). These
techniques would be directly useful in the de-
velopment of an independence-enhanced vari-
ant of content-based recommender systems, be-
cause content-based recommenders can be im-
plemented by standard classifiers. Specifically,
class labels indicate whether or not a target user
prefers a target item, and the features of objects
correspond to features of item contents.

The concept behind recommendation trans-
parency is that it might be advantageous to ex-
plain the reasoning underlying individual recom-
mendations. Indeed, such transparency has been
proven to improve the satisfaction of users (Sinha
and Swearingen, 2002), and different methods
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of explanation have been investigated (Herlocker
et al., 2000). In the case of recommendation
transparency, the system convinces users of its
objectivity by demonstrating that the recommen-
dations were not made with any malicious in-
tention. On the other hand, in the case of in-
dependence, the objectivity is guaranteed based
on mathematically defined principles. However,
it would be useful to examine the interface to
quantify the degree of recommendation inde-
pendence to improve user experiences. Just
as it can be helpful to show the confidence of
the prediction accuracy, it would be helpful to
display the measures of independence. Com-
paring the independence-enhanced recommenda-
tions with non-enhanced recommendations would
also be beneficial.

Because independence-enhanced recommenda-
tion can be used to avoid the exposure of pri-
vate information if the private information is
represented by a sensitive feature, these tech-
niques are related to privacy-preserving data
mining. To protect the private information con-
tained in rating information, dummy ratings are
added (Weinsberg et al., 2012). In addition, pri-
vacy attack strategies have been used as a tool
for detecting discrimination discovery (Ruggieri
et al., 2014).

6. Conclusions

‘We proposed the concept of recommendation in-
dependence to exclude the influence of specified
information from a recommendation outcome.
We previously attempted to enhance recommen-
dation independence, but these attempts merely
shifted the predicted ratings. In this paper, we
developed new algorithms that can deal with the
second moments of rating distributions, and thus
the sensitive information could be more strictly
removed. The advantages of new algorithms were
demonstrated by the experimental results. In ad-
dition, we explored applications of independence-
enhancement, and clarified the relations between
recommendation independence and other recom-
mendation topics, such as diversity.

There are many capabilities required for
independence-enhanced recommendation. While
our current technique is mainly applicable to the
task of predicting ratings, we plan to develop
another algorithm for the find-good-items task.
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We plan to explore other types of independence
terms or approaches. Because sensitive features
are currently restricted to binary types, we will
also try to develop independence terms that can
deal with a sensitive feature that is categorical or
continuous. Methods for handling more compli-
cated conditional fairness like that described in
section 5.1 need to be developed.
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Appendix A. Changes of MAEs,
means and standard
deviations of
predicted ratings

Figure 6 is the full version of Figure 3. This shows
the changes of MAEs, means and standard devi-
ations of predicted ratings according to the pa-
rameter, 7, for all datasets. We focus on pairs
of standard deviations depicted by blue dotted
lines in the right three columns of the subfigures.
While the mean-m term is designed to ignore the
second moments of distributions, these moments
can be taken into account by the bdist-m and
mi-normal terms. Hence, the behaviors of stan-
dard deviations, which are the square roots of
the second moments, disclose the distinctions of
the three independence terms. The observations
of the standard deviations may be summarized
as:

e ML1M-Gender: all three independence terms
could make pairs of standard deviations con-
verge.

e ML1M-Year, Flixster, Sushi-Gender: bdist-m
and mi-normal terms could make standard
deviations converge, but a mean-m term
could not.

e Sushi-Age, Sushi-Seafood: for all three inde-
pendence terms, standard deviations did not
converge.

In summary, there were no cases for which a
mean-m term could make standard deviations

© 2018 T. Kamishima, S. Akaho, H. Asoh & J. Sakuma.

converge, but a mi-normal term or a bdist-m term
could not. From this fact, we can conclude that
our new independence terms, bdist-m and mi-
normal, enhanced recommendation independence
more strictly than the mean-m term.

Appendix B. The Analysis of the
Failure to Control the
Second Moments for
Some Datasets

In section 4.2.1, we briefly described that the fail-
ure to control the standard deviations for Sushi-
Age and Sushi-Seafood was due to the instability
of the predictions. We here show more evidences.
Table 3 shows MAEs for two groups, D(©) and
DM under the condition of recommendation in-
dependence being fully enhanced (n = 100). Er-
rors for a Sushi-Age dataset such that S=0, and
for a Sushi-Seafood dataset such that S=1 (un-
derlined in the Table) were relatively large. From
Table 2, it may be seen that the numbers of data
for these two groups were very small, and as a
result, predictions became unstable. This insta-
bility made it difficult to control the shapes of
distributions, and thus standard deviations failed
to converge. Despite these difficult conditions, we
emphasize that all independence recommenders
succeeded to in modifying the first moments of
distributions appropriately.
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Figure 6: Changes of MAEs, means and standard deviations of predicted ratings

NOTE: The subfigure rows sequentially show the results for the ML1M-Year, ML1M-Gender, Flixster, Sushi-Age,
Sushi-Gender, and ML1M-Seafood datasets, respectively. The X-axes of these subfigures represent the indepen-
dence parameter, 7, in a logarithmic scale. The Y-axes of subfigures in the first column represent MAEs in a
linear scale. Red solid lines with points, green broken lines, and blue dotted lines show results by the mean-m,
bdist-m, and mi-normal models, respectively. Black solid lines without points show non-personalized MAEs in
Table 1, which are errors of an original probabilistic matrix factorization model. Note that results for bdist-m and
mi-normal terms overlapped in some subfigures. The Y-axes of subfigures in the other three columns represent
the means and standard deviations of predicted ratings in a linear scale. Means and standard deviations for
two groups based on sensitive values are represented by the scales at the left and right side of these subfigures,
respectively. Pairs of means and standard deviations are depicted by red solid and blue dotted lines, respectively.
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Table 3: Absolute Mean Errors Per Sensitive Value

Methods mean-m mi-normal bdist-m

Datasets S=0 S=1 S=0 S=1 S=0 S=1

ML1M-Year 0.683 0.709 0.684 0.712 0.685 0.712

ML1M-Gender 0.678 0.742 0.680 0.743 0.680 0.744

Flixster 0.681 0.628 0.684 0.631 0.687 0.631

Sushi-Age 1.039 0.919 1.152  0.908 1.156 0.903

Sushi-Gender 0.881  0.965 0.872 0973 0.878 0974

Sushi-Seafood 0.909 1.038 0.895 1.059 0.894 1.058
corresponds to the expected MAE when ran-
domly recommending items. This type of non-
personalized recommendation can be considered
completely independent, because R is statisti-
g = cally independent from all the other variables,
including S. The second baseline is the stan-
II al dard MAFE, defined as the MAE when ratings
B | | - I e B =m are predicted by an original probabilistic ma-
trix factorization model without an independence
term. Due the above trade-off, the error in rat-
(a) mean-m (b) bdist-m ings predicted theoretically by an independence-

Figure 7: Distributions of the ratings predicted
by mean-m and bdist-m methods for each sensi-
tive value

Appendix C. Comparison of
Rating Distributions
Predicted by mean-m
and bdist-m Methods

Figure 7 is the same as the Figure 4 except
for comparing the mean-m and bdist-m methods.
Similar trends were observed as in the case of
comparison with the mi-normal method.

Appendix D. Efficiency of an
Accuracy-

Independence
Trade-Off

We next examined the efficiency of the trade-off
between accuracy and independence. Before dis-
cussing this trade-off, we first consider the fol-
lowing two baseline errors. The first baseline is
the non-personalized MAFE, defined as the MAE
when the mean ratings are always offered. This

enhanced recommender, would be larger or equal
to the standard MAE. We show these two base-
lines for the three datasets in Table 1. Compared
to the MAEs in Figure 2, MAEs produced by our
independence-enhanced recommenders were sub-
stantially smaller than their corresponding non-
personalized MAEs and were nearly equal to or
slightly worse than their corresponding standard
MAEs.

To analyze the accuracy-independence trade-
off, we compared independence-enhanced recom-
menders with another baseline, a partially ran-
dom recommender. This partially random rec-
ommender offers ratings by a standard recom-
mender, but the ¢% of items were exchanged
with randomly selected items. This replacement
could be simulated by replacing the ¢% val-
ues of predicted ratings with the corresponding
mean ratings, which were the ratings of a non-
personalized recommender. We show the com-
parison of results obtained by a mi-normal term
in Figure 8. Note that results of mean-m and
bdist-m terms were similar to those of the mi-
normal term. The accuracies of partially random
recommenders were much worse than those of
our mi-normal at the same level of independence,
though results were rather unstable in Sushi-Age
and Sushi-Seafood cases. Based on these re-
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Figure 8: Comparison of independence-enhanced and partially random recommendations

NOTE: The curves in the charts show the changes in the KS and MAE. The X-axes of these subfigures represent
the Kolmogorov-Smirnov static (KS) in a linear scale. The Y-axes represent the prediction errors measured by
the mean absolute error (MAE) in a linear scale. Because a smaller KS and MAE respectively indicate greater
independence and better accuracy, the bottom left corner of each chart is preferable. Red lines with circles show
the indices derived by a partially random recommender whose mixture ratio, ¢, was changed from 0% to 90%.
Blue lines with squares show the results of a mi-normal model when the independence parameter, n, is increased

from 10~2 to 102.

sults, we conclude that independence-enhanced
recommenders could increase independence with
a smaller sacrifice in accuracy than random re-
placement.

In summary, these experimental results sug-
gest that independence-enhanced recommenders
efficiently exclude sensitive information.

Appendix E. Changes in
Preference to Movie
Genres

To show how the patterns of recommendations
were changed, we show the genre-related differ-
ences of mean ratings in Table 4. The ML1M-
Year and ML1M-Gender data were first divided
according to the eighteen kinds of movie gen-
res provided in the original data. Each genre-
related data set further divided into two sets ac-
cording to their sensitive values, the mean ratings
were computed for each set, and we showed the
differences of these mean ratings. We targeted
three types of ratings: the original true ratings,
and ratings predicted by mean-m, bdist-m, and

mi-normal methods (n = 100). We selected the
six genres for which the absolute differences be-
tween original mean ratings for two subsets were
largest. In Table 4(a), the genres in which newer
movies were highly rated are presented in the up-
per three rows, and the lower three rows show the
genres in which older movies were favored. In Ta-
ble 4(b), the genres preferred by females are listed
in the upper three rows, and the lower three rows
show the genres preferred by males.

In this table, because the mi-normal method
showed very similar trend with the mean-m and
bdist-m methods, we hereafter focus on the mi-
normal method. It could be seen that the ab-
solute differences in the mi-normal columns were
generally reduced compared to those of the cor-
responding original differences if they were orig-
inally large. For example, in the case of ML1M-
Year data, the large absolute difference in the
Fantasy 0.593 was reduced to 0.308, but the small
absolute difference in Animation 0.040 was widen
to 0.305. This meant that the independence-
recommenders did not merely shift the predicted
ratings according to the sensitive values to en-
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Table 4: Genre-related differences of mean ratings

(a) ML1M-Year data set: old - new

genre original mean-m  bdist-m  mi-normal
Animation —0.040 —0.302 —0.301 —0.305
Documentary 0.113 —-0.120 —-0.117 —0.121
Film-Noir 0.238  —0.037 0.025 0.007
Western 0.524 0.254 0.231 0.232
Mystery 0.563 0.295 0.303 0.297
Fantasy 0.593 0.331 0.308 0.308
(b) ML1M-Gender data set: male - female
genre original mean-m  bdist-m  mi-normal
Children’s —0.214 —0.160 —0.160 —0.146
Musical —-0.213 —0.154 —0.154 —0.146
Romance —0.100 —0.046 —0.047 —0.036
Crime 0.024 0.081 0.089 0.094
Film-Noir 0.074 0.125 0.145 0.134
Western 0.103 0.155 0.147 0.163

hance independence. By excluding the informa-
tion about sensitive features, the differences be-
tween mean ratings were occasionally widened.
This is because the balance between indepen-
dence and accuracy is considered in equation (1),
and thus the ratings for events that are more
helpful for enhancing independence are drasti-

cally changed.
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